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ABSTRACT5

We examine the key characteristics of the boreal winter extratropical circulation changes in6

response to anthropogenic aerosols, simulated with a coupled atmosphere-slab ocean general7

circulation model. The zonal-mean response features a pronounced equatorward shift of8

the Northern Hemisphere subtropical jet owing to the mid-latitude aerosol cooling. The9

circulation changes also show strong zonal asymmetry. In particular, the cooling is more10

concentrated over the North Pacific than over the North Atlantic despite similar regional11

forcings. With the help of an idealized model, we demonstrate that the zonally asymmetrical12

response is linked tightly to the stationary Rossby waves excited by the anomalous diabatic13

heating over the tropical East Pacific. The altered wave pattern leads to a southeastward14

shift of the Aleutian low (and associated changes in winds and precipitation), while leaving15

the North Atlantic circulation relatively unchanged.16

Despite the rich circulation changes, the variations in the extratropical meridional latent17

heat transport are controlled strongly by the dependence of atmospheric moisture content on18

temperature. This suggests that one can project reliably the changes in extratropical zonal-19

mean precipitation solely from the global-mean temperature change, even without a good20

knowledge of the detailed circulation changes caused by aerosols. On the other hand, such21

knowledge is indispensable for understanding zonally asymmetrical (regional) precipitation22

changes.23
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1. Introduction24

The Earth’s climate system is comprised of distinct regimes, depending mainly on latitude25

and season. When one moves from the tropics into the wintertime extratropics, stationary26

Rossby waves and baroclinic eddies overtake the time-mean flow as the main mechanism of27

poleward energy and moisture transport. In light of the fundamental differences between28

the two climate regimes, we use this paper to examine specifically the impacts of aerosols on29

the boreal winter extratropical circulation. The other two papers in the present series focus30

mainly on the tropical and monsoon circulations, respectively (Ming and Ramaswamy 2011;31

Ming et al. 2011a).32

The general circulation model (GCM)-simulated climate response to global warming was33

studied extensively (e.g., Hall et al. 1994; Kushner et al. 2001; Yin 2005; Lu et al. 2007;34

Lorenz and DeWeaver 2007). More specifically, Hall et al. (1994) and Yin (2005) examined35

the changes in the characteristics of storm tracks, while Lu et al. (2007) focused on the Hadley36

circulation. Kushner et al. (2001) studied how the warming may affect the Southern Hemi-37

sphere (SH) extratropical circulation and Southern Annular Mode. Lorenz and DeWeaver38

(2007) used a simple dry GCM to explore the influence of an increase in tropopause height on39

the mid-latitude circulation. A much discussed phenomenon was the poleward displacement40

of the subtropical jet streams and storm tracks, accompanied by an expansion of the Hadley41

circulation. This has been linked to increased subtropical static stability (e.g., Frierson et al.42

2007; Lu et al. 2008), to stronger meridional temperature gradients near the tropopause as43

a result of concurrent tropical upper tropospheric warming and stratospheric cooling (e.g.,44

Chen and Held 2007; Chen et al. 2008), and to a higher tropopause (Lorenz and DeWeaver45
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2007). A few studies (e.g., Krisjánsson et al. 2005; Ming and Ramaswamy 2009) identified46

an equatorward shift of storm tracks as part of the response to aerosol cooling. This result is47

in qualitative agreement with the past work on a similar shift in the cold climate during the48

last glacial maximum (LGM) (Williams and Bryan 2006; Toggweiler et al. 2006). One may49

be tempted to draw the conclusion that both the warming and cooling cases are governed50

by the same mechanism, and the direction of the shift depends only on the sign of temper-51

ature change. Consistent with this line of thinking, Fischer-Bruns et al. (2009) argued that52

aerosol cooling merely offsets the warming-induced poleward shift by lessening the decrease53

in baroclinicity. In this paper, we try to shed more light on this specific issue.54

It is useful to think of aerosol impacts on the extratropics in terms of physical mecha-55

nisms. Aerosols are abundant in the Northern Hemisphere (NH) mid-latitudes, where the56

major industrial regions lie. By scattering and/or absorbing insolation (either directly or57

through altering clouds), they pose direct thermal forcing on circulation. Ming and Ra-58

maswamy (2011) and Ming et al. (2011a) showed the richness of the tropical response to59

aerosols. It is well known that a change in the tropical state can influence the extratropi-60

cal climate. There is a large body of work that documented the crucial role of stationary61

Rossby waves in establishing the teleconnection between the tropics and extratropics (e.g.,62

Lau 1997; Alexander et al. 2002). It is intriguing to see how these tropical variations would63

project onto the extratropics by exciting planetary waves. In this context, aerosol impacts64

are initiated indirectly. This study explores the validity of this paradigm.65

Some details helpful for understanding the results are provided here. Ming and Ra-66

maswamy (2009) described the atmospheric GCM (AGCM) and its coupling with a slab67

(mixed-layer) ocean model, and the design of the experiments examined in this study. The68
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AGCM is based on the Geophysical Fluid Dynamics Laboratory (GFDL) AM2.1 model69

(The GFDL Global Atmospheric Model Development Team 2004), but modified to include70

a prognostic treatment of aerosol indirect effects (Ming et al. 2006, 2007). The climatolog-71

ical atmospheric burdens of sulfate, black carbon, organic carbon and dust are generated72

by running a chemical transport model (Horowitz 2006), and thus do not interact with the73

GCM-simulated meteorology and climate. Sea salt within the marine boundary layer is74

parameterized as a function of satellite-retrieved surface wind speed (Haywood et al. 1999).75

With all the climate forcings set at their 1860 values, the pre-industrial control (CONT)76

simulation lasts 140 model years. Three perturbation cases are created from subjecting77

the control at the beginning of Year 41 to present-day aerosols (AERO), to present-day78

radiatively active gases (GAS), and to aerosols and gases simultaneously (BOTH). Note that79

the term “present-day” refers specifically to 1990 in this study. After reaching equilibrium80

after ∼20 model years, each of the perturbation experiments is integrated for another 8081

model years. The equilibrium responses and their statistical significance are computed from82

the last 80 years of the simulations.83

The combined aerosol direct (by scattering/absorbing sunlight) and indirect (by altering84

cloud properties) effects can be quantified as a radiative flux perturbation, which is the85

variation in the top-of-the-atmosphere radiative flux after the atmosphere adjusts to the86

presence of a climate forcing agent (Hansen et al. 2005; Haywood et al. 2009). In this87

model, the pre-industrial to present-day increases of anthropogenic aerosols give rise to88

a global-mean radiative flux perturbation of -2.1 W m−2, about 74% of which is due to89

indirect effects. The geographical distribution is highly inhomogeneous, with some of the90

strongest forcing over the NH mid-latitude source regions (e.g., East Asia, North America91
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and Europe) and over the oceans downwind of them (e.g., North Pacific and North Atlantic)92

(Fig. 1). The tropical aerosol forcing caused mainly by biomass burning is centered over the93

sources (e.g., Central Africa, Amazon, South Asia and Southeast Asia). In comparison, the94

instantaneous radiative forcing and radiative flux perturbation of radiatively active gases are95

2.5 and 2.1 W m−2, respectively. Despite the relatively small difference between them due96

to the atmospheric-only adjustment to gases, both forcing measures are distributed rather97

evenly over the entire globe.98

We first discuss the changes in the boreal winter (December - February) extratropical99

zonal-mean and zonally asymmetrical flows (stationary eddies) caused by aerosols and gases100

(BOTH), while attributing them to specific forcing by comparing with the individual re-101

sponses (AERO and GAS). Then, we examine how the altered time-mean flow may affect102

the transient eddy activity, and the meridional transport of moist static energy and moisture.103

2. Zonal-mean Flow104

The zonal-mean change in potential temperature (θ) due to aerosols and gases (BOTH)105

is plotted in Fig. 2(a). Some of the characteristics (e.g., enhanced warming in the tropical106

upper troposphere, polar amplification of warming and stratospheric cooling) are clearly107

associated with GAS (Fig. 2(c)). Even though the negative aerosol forcing far outweighs the108

positive gas forcing over the NH mid-latitude aerosol source regions (Fig. 1), the combined109

effect is only a mild surface cooling of a few tenths of a degree, hinting at mitigation of aerosol110

cooling by circulation adjustment. In the mid-latitude troposphere, the cooling decreases111

gradually with altitude below ∼400 hPa, while the gas-induced warming dominates above.112
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This results in a decrease in lapse rate (Γ) and an increase in dry static stability. In contrast,113

the cooling is amplified in the upper troposphere in response to aerosols alone (AERO) (Fig.114

2(b)). As discussed in Section 6, the stabilizing effect of gases outweighs the destabilization115

effect of aerosols.116

The poleward shift of the SH subtropical jet and the equatorward shift of its NH coun-117

terpart are pronounced in Fig. 3(a), which depicts the change in zonal wind (u) in BOTH.118

They are of different origins. The former is attributed to the gas-induced warming (Fig.119

3(c)) (e.g., Hall et al. 1994; Kushner et al. 2001; Yin 2005). As shown in Figs. 2(a) and120

2(b), the aerosol-induced cooling collocates approximately with the mean location of the NH121

jet. It strengthens the meridional temperature gradient on the equatorward side of the jet,122

while weakening it on the poleward side. According to the thermal wind relationship, the123

westerlies accelerate in the former case, and decelerate in the latter, giving rise to a net equa-124

torward displacement of the jet (Figs. 3(a) and 3(b)). This indicates that the local aerosol125

forcing is capable of reversing the warming-induced poleward shift. The surface winds dis-126

play a similar equatorward shift that cannot be explained by the thermal wind (not shown);127

it has to be related to the change in eddy momentum flux and associated mean meridional128

circulation. Note that this result does not agree with the observed poleward expansion of129

the Hadley circulation in both hemispheres (e.g., Fu et al. 2006; Hu and Fu 2007). The130

reasons are manifold. The equilibrium climate response discussed here by definition has not131

been fully realized in the real world. As aerosol forcing suffers from large uncertainties (e.g.,132

Forster et al. 2007), its magnitude and impact on the location of the NH subtropical jet may133

have been exaggerated in this study. Moreover, climate models generally have difficulties134

in capturing the full extent of the observed expansion (Johanson and Fu 2009). The model135
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used here may have the same deficiency.136

By computing the lapse rate linearly with pressure between model layers (Reichler et al.137

2003), we estimate the tropopause height from the vertical temperature profile as the lowest138

pressure level at which the lapse rate drops below 2 K km−1 (World Meteorological Organi-139

zation (WMO) 1957). The tropopause rises almost uniformly by 3 - 4 hPa between 30◦S and140

30◦N in BOTH (Fig. 4). The rise is even greater (more than 10 hPa) in the SH extratropics,141

thus lessening the downward slope of the tropopause. In contrast, the NH extratropical142

tropopause generally rises only by ∼2 hPa, leaving the local slope little changed. One can143

understand the different hemispheric responses from the individual responses simulated in144

AERO and GAS. For aerosols, the lowering of the troposphere occurs at all the latitudes, but145

is more pronounced in the extratropics than in the tropics. The precipitous drop at ∼40◦N146

coincides with the equatorward shift of the NH subtropical jet, as the jet roughly divides147

the tropics (with higher tropopause) and extratropics. Conversely, the poleward shift of148

the subtropical jets associated with warming has a tendency of elevating the tropopause in149

both hemispheres. It is clear from Fig. 4 that the two opposite effects are roughly linear in150

the tropics, but not so in the extratropics (especially in the NH extratropics), an important151

point to which we shall return in Section 6. They largely offset each other in the tropics and152

NH extratropics, while the gas effect dominates in the SH extratropics.153

3. Zonally Asymmetrical Flow154

The longitudinal variations in the Earth’s climate arise from zonally asymmetrical bound-155

ary conditions such as topography and the land-sea contrast in diabatic heating, which are156
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capable of exciting stationary Rossby waves (Held et al. 2002). From the viewpoint of climate157

change, a change in diabatic heating can alter stationary wave patterns, and thus affect re-158

gional climate. Another potential source of zonal asymmetry in the context of climate change159

is inhomogeneous forcing. This is particularly true of aerosols. These two factors are often160

intertwined, and may not be separated cleanly.161

The change in surface temperature (Ts) caused by aerosols and gases has rich spatial162

structures (Fig. 5(a)). The aerosol cooling occurs mostly in the NH mid-latitudes, but163

varies within the latitudinal band. Of particular interest is that the cooling appears to164

organize tightly into an elongated region approximately along the North Pacific storm track,165

but is much more scattered over the North Atlantic, despite similar distributions of aerosol166

forcing over two oceans (Fig. 1). This pattern is also present in AERO (Fig. 5(b)). (We will167

discuss the cause of this distinction later in this section.) This explains why the equatorward168

shift of the NH subtropical jet seen in the zonal-mean flow takes place preferentially over the169

North Pacific (Figs. 6(a) and 6(b)). Besides, the strong warming over parts of northernmost170

Eurasia and North America lies immediately north of the North Pacific cooling, giving rise to171

a substantial reduction in the local meridional temperature gradient, and further decelerating172

the poleward flank of the jet. In contrast, the SH extratropical warming and accompanying173

poleward shift of the jet in BOTH are fairly uniform across the latitudinal band (Figs. 5(a)174

and 6(a)), consistent with GAS (Figs. 5(c) and 6(c)). Note that the tropical Pacific warming175

in BOTH is El Niño-like (i.e., the warming over the East Pacific is greater than over the176

West Pacific), a pattern common to the GCM-simulated response to global warming (Vecchi177

et al. 2008).178

The lower pressure over the entire extratropical North Pacific is characteristic of the179
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change in sea level pressure (SLP) caused by aerosols and gases, and constitutes a south-180

eastward shift of the Aleutian low (Fig. 7(a)). This is in sharp contrast with the generally181

higher pressure over the North Atlantic - European sector. These circulation changes are182

barotropic as they are also present over the same regions in the changes in 500-hPa geopo-183

tential height (Z) (Fig. 8(a)) and in 300-hPa stationary eddy stream function (Ψ) (Fig.184

9(a)). A comparison with the individual responses (Panels (b) and (c) in Figs. 7 - 9) yields185

that these characteristics are broadly consistent with AERO, instead of GAS, indicating186

that they are attributable to anthropogenic aerosols. Note that the pattern of a trough over187

the North Pacific and a ridge over North America in the combined response resembles the188

classical Pacific - North America (PNA) teleconnection response to El Niño (see Fig. 2(a)189

of Lau 1997). In light of the El Niño-like tropical Pacific warming as discussed above, it is190

tempting to contemplate the link between the East Pacific oceanic state and the extratropical191

circulation.192

An observation is that the change in the stationary eddy stream function is wave-like193

(Fig. 9(a)). (This is not nearly as evident for Z, particularly in the tropics, as Z ∝ fΨ. f is194

the Coriolis parameter.) Note that zonally asymmetrical diabatic heating is a main source195

of stationary Rossby waves (Held et al. 2002). Fig. 10(a) shows the change in precipitation196

(P ), which can be viewed roughly as a proxy for diabatic heating, in response to aerosols197

and gases. It features a substantial reduction in precipitation north of the equator and an198

increase of comparable magnitude to the south. Because this overall pattern resembles that199

of AERO (Fig. 10(b)), but is missing from GAS (Fig. 10(c)), one can attribute it to the200

former. In fact, this southward shift of rainfall is a reasonably robust hydrological response to201

aerosols across different models (Williams et al. 2001; Rotstayn and Lohmann 2002; Feichter202
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et al. 2004; Krisjánsson et al. 2005). As explained in Ming and Ramaswamy (2011), the203

tropical circulation adjustment to aerosols is driven fundamentally by the need to lessen the204

energy imbalance between NH and SH. Although the change in rainfall implies more latent205

energy being transported from NH to SH, this effect is not strong enough to reverse the206

enhanced export of dry static energy in the opposite direction. The net northward cross-207

equatorial moist static energy flux compensates for the radiative deficit posed by aerosols208

in the NH (see Section 5). In the extratropics, the precipitation associated with the North209

Pacific storm track shows a southeastward shift, consistent with the change in SLP (Fig.210

7(a)). One wonders how the change in diabatic heating, with its complex spatial structures,211

would affect wave pattern and circulation.212

We answer this question with a set of idealized model experiments, which are described213

in the Appendix. It is reassuring to see that the idealized model, when being forced by the214

GCM-simulated diabatic heating in CONT or in BOTH, can capture reasonably well the215

main characteristics of the stationary eddy climatology and the response to the difference in216

heating simulated with the full GCM (Fig. 11(a)). An example is the PNA pattern discussed217

above. This demonstrates the model’s utility for interpreting the full GCM simulations. We218

are able to decompose the total response into those forced by the differences in diabatic219

heating over three regions, namely the tropical Indian Ocean and West Pacific (30◦S - 30◦N220

and 0◦ - 150◦E), the tropical East Pacific and Atlantic (30◦S - 30◦N and 150◦E - 0◦) and the221

extratropical North Pacific and North Atlantic (north of 30◦N) (Figs. 11(b) - (d)). Note that222

the simulated total response (Fig. 11(a)) is grossly similar to the linear sum of the three223

individual responses (Fig. 11(e)).224

In Fig. 11(b), a wave train emanates from the tropical Indian Ocean and West Pacific into225
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the NH mid-latitudes. It then turns around over the North Pole, with the tilt changing from226

northwest (NW)-southeast (SE) to northeast (NE)-southwest (SW), before being absorbed227

by the tropics over the Pacific. A cyclone forms over the North Pacific (∼30◦ - 60◦N) along228

with an anticyclone to its southeast over the tropical Pacific (∼15◦ - 30◦N). The wave source229

over the tropical East Pacific is evident in Fig. 11(c). The northward propagation with NW-230

SE tilt is associated with a cyclone centered at ∼30◦N over the Pacific and a pronounced231

anticyclone over North America, which constitute a PNA-like pattern. The extratropical232

heating excites a wave train with NE-SW tilt, leading to a cyclone approximately at 30◦ -233

50◦N over the North Pacific (Fig. 11(d)). Thus, we conclude that the mid-latitude circulation234

change is driven mainly by the heating anomaly over the tropical East Pacific, as opposed235

to that over the tropical Indian Ocean and West Pacific. This finding is consistent with the236

previous studies of the influence of El Niño on the extratropical circulation (e.g., Lau 1997).237

Despite this apparent similarity, one has to note that the wave train is typically forced by238

a longitudinal shift of heating from the West Pacific to the East Pacific in a real El Niño239

event. Here, when all the heating sources are considered, the shift is mainly in the latitudinal240

direction. The latter shift is more symmetrical in the zonal direction than the former, and241

thus is less efficient at exciting stationary Rossby waves.242

We return to the question of why the spatial distributions of the temperature change are243

so different over the two oceans: the aerosol-induced cooling is much more concentrated over244

the North Pacific between ∼30◦ - 60◦N than over the North Atlantic. As discussed above,245

the change in tropical diabatic heating modulates strongly the time-mean flow over the246

North Pacific by exciting stationary Rossby waves, while leaving the North Atlantic largely247

unaffected. The large change in the zonal wind over the North Pacific can be achieved248
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only by maintaining strong local meridional temperature gradients. This is an important249

contributing factor to the zonally asymmetrical climate response.250

4. Transient Eddies251

As an effective means of transporting energy and momentum, baroclinic eddies play252

important roles in driving the general circulation and hydrological cycle. In response to253

aerosols and gases, a substantial reduction in 300-hPa transient eddy kinetic energy occurs254

over the North Pacific, and extends downstream into North America (Fig. 12(a)). The less255

energetic eddies and lower temperature (less moisture) (Fig. 5(a)) contribute to a suppression256

of precipitation on the poleward side of the Pacific storm track (Fig. 10(a)). One can relate257

the production of baroclinic eddies to the state of the time-mean flow with the maximum258

Eady growth rate (σBI) (Lindzen and Farrell 1980; Hoskins and Valdes 1990). It is defined259

as 0.31(f/N)|∂v/∂z|, where N is the Brunt-Väisälä frequency, v is the horizontal wind260

vector and z is the geometric height. σBI at 500 hPa shows a pronounced decrease over the261

North Pacific (Fig. 13(a)), a pattern broadly consistent with the difference in eddy kinetic262

energy. A further analysis indicates that δσBI arises mainly from the change in vertical wind263

shear, which is tied to the change in the local meridional temperature gradient caused by the264

concentrated aerosol cooling (Fig. 5(a)), while the dry static stability, and thus N are little265

changed in the middle troposphere (Fig. 2). This argument is consistent with the fact that266

weaker transient eddies and slower Eady growth rates also take place in AERO, but not in267

GAS ( (Panels (b) and (c) in Figs. 12 - 13)). Lorenz and DeWeaver (2007) reported large268

increases in the annual average zonal-mean eddy kinetic energy on the poleward sides of the269
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storm tracks owing to strong CO2-induced warming. That finding does not contradict the270

aerosol effects discussed here.271

5. Atmospheric Moist Static Energy Transport272

One may attempt to understand the collective climate impacts of the detailed circulation273

changes by examining the variations in the atmospheric transport of energy and moisture.274

As explained in Ming and Ramaswamy (2011), the interhemispheric asymmetry in aerosol275

forcing leads to a net cross-equatorial moist static energy flux from SH to NH through276

strengthening the boreal winter Hadley circulation (Fig. 14(b)). This supply of energy277

is deposited mainly between 0◦ - 60◦N, where most aerosol forcing is located. A cross-278

equatorial flux of similar magnitude is also present in BOTH (Fig. 14(a)), suggesting that279

this phenomenon has its root in the aerosol-induced tropical circulation adjustment. As280

shown in Fig. 15, the overall shape of the change in the total atmospheric energy transport281

(δF ) is similar to that of the linear sum of the individual responses.282

Because of the strong dependence of the saturated water vapor pressure on temperature283

(the Clausius-Clapeyron scaling), the warming-induced change in latent heat transport (δFL)284

is thermodynamically controlled to the first order (i.e., proportional to δTs) (Held and Soden285

2006). To test to what extent this argument holds for aerosols, we estimate δFL for AERO286

or BOTH by scaling the actual δFL for GAS with the global-mean δTs in each case. For287

example, δFL,AERO can be calculated as δFL,GASδTs,AERO/δTs,GAS. The agreement between288

the simulated and estimated δFL is excellent in the extratropics, indicating that it is still valid289

to assume the thermodynamic control of δFL. The results are somewhat surprising given290

13



that aerosols are rather potent at altering regional circulations, and once again reminds one291

how strongly the Clausius-Clapeyron scaling controls the hydrological response.292

The changes in latent heat and dry static energy transport (δFD) in response to global293

warming are often of opposite signs (e.g., Manabe and Wetherald 1975; Held and Soden294

2006). This is true not only for GAS (Fig. 14(c)), but also for AERO (Fig. 14(b)). The295

difference is that decreased FD cancels out part of increased FL in the extratropics in the296

former case, while decreased FL compensates for a large fraction of increased FD in the297

latter. For BOTH, FL is almost negligible north of ∼40◦N as a result of small temperature298

change. The increase in atmospheric energy transport is realized mainly by enhanced FD.299

It would be of interest to investigate whether these characteristics specific to aerosols are300

present in fully coupled atmosphere-ocean general circulation models (AOGCM) in light of301

the potentially important role of oceanic energy transport (Held and Soden 2006).302

6. Nonlinear Thermal Response303

The simulated surface temperature change in response to aerosols and gases deviates from304

the linear sum of the individual responses in NH (Fig. 16), an issue highlighted in Ming and305

Ramaswamy (2009). Particularly intriguing is the small yet robust nonlinearity in the low306

and mid-latitudes, where the surface albedo feedback is absent, and thus can be ruled out307

as cause of the nonlinearity. It is also reflected in the change in 300-hPa zonal-mean u (Fig.308

17). The NH subtropical jet undergoes a distinct equatorward shift in AERO, while moving309

poleward in GAS. The linear sum of AERO and GAS captures the overall pattern of wind310

change in BOTH (i.e., an equatorward displacement that is less pronounced than in AERO),311
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but significantly underestimates the acceleration on the equatorward flank of the jet.312

One can relate the mean location of the jet to baroclinic instability (C) using the Phillips313

(1954) criterion, which states C ∝ uz/θz with uz = u500 − u850 and θz = θ500 − θ850. The314

subscripts denote the pressure levels (in hPa) at which u and θ are evaluated. Lu et al.315

(2008) utilized this criterion to study the poleward jet shift and expansion of the Hadley316

circulation associated with global warming. The changes in uz and θz between 10◦ - 35◦N,317

where the eddy momentum flux divergence is crucial for forming the descending branch of318

the Hadley circulation, are listed in Table 1. The warming caused by gases decreases slightly319

the vertical wind shear, while having a strong stabilizing effect on the thermal structure320

of the troposphere (i.e., weaker Γ) owing to moist convective adjustment and increased321

longwave absorption. In contrast, the aerosol cooling leads to a substantial increase in wind322

shear as a result of stronger meridional temperature gradients, and a small decrease in dry323

static stability. A comparison of BOTH with the linear sum of AERO and GAS suggests324

that δθz is approximately linear, but δuz behaves nonlinearly. Since δuz is approximately325

proportional to the meridional temperature gradient (i.e., the thermal wind relationship),326

the nonlinearity in δuz is consistent with the nonlinear thermal response discussed above.327

Because δC/C = δuz/uz − δθz/θz, the effects of δuz and δθz on C can be separated in terms328

of fractional changes (Table 1). Aerosols increase baroclinic instability mainly by enhancing329

wind shear, thus causing the tropical poleward flow to descend at a lower latitude and an330

equatorward shift of the jet, while gases decrease it mainly by stabilizing the troposphere,331

thus resulting in a poleward shift. If δuz and δθz both behave linearly, the two opposite332

effects would largely cancel out, and leave the location of the jet unchanged, an outcome333

that obviously does not materialize in BOTH. Instead, the simulated meridional temperature334
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gradient is stronger than suggested by the linear sum. The resulting net increase in baroclinic335

instability is consistent with the simulated equatorward shift of the jet. Note that the above336

argument is framed in the context of subtropical static stability and baroclinic instability337

(e.g., Frierson et al. 2007; Lu et al. 2008). It could be beneficial to approach the same issue338

from other angles such as near-tropopause meridional temperature gradient (e.g., Chen and339

Held 2007; Chen et al. 2008).340

An inspection of the change in tropopause height (Fig. 4) yields a clue to the root cause341

of the nonlinearity. The linear sum indicates that the equatorward flank of the NH jet would342

move poleward (as the gas effect dominates locally), while the poleward flank would move343

in the opposite direction (i.e., equatorward) owing to the aerosol effect. The net effects are344

a narrowing of the jet stream and a deformation of the curvature of the tropopause, which345

we theorize may be dynamically unstable as a narrower jet can affect barotropic instability346

(James 1987). As a consequence, both flanks prefer to move in the same direction with the347

latitudinal span of the jet little changed, thus leading to a deviation from the linear sum.348

7. Concluding Remarks349

Maximum aerosol forcing is centered over the NH low and mid-latitudes. During the350

boreal winter, the strong local aerosol forcing influences many of the key characteristics351

of the vigorous extratropical circulation by causing local cooling mainly over the source352

regions. Such a cooling enhances the meridional temperature gradient equatorward of the353

NH subtropical jet, but weakens it poleward. The end result is an equatorward shift of the354

jet.355
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The cooling over the North Atlantic is much more diffuse than over the North Pacific de-356

spite similar local forcings. A series of idealized model experiments show that the stationary357

Rossby waves excited by the anomalous diabatic heating over the tropical East Pacific, when358

propagating into the NH mid-latitudes, cause a strong trough over the North Pacific. The359

low pressure anomaly results in a southeastward displacement of the Aleutian low, which is360

accompanied by an equatorward movement in the time-mean location of the North Pacifc361

subtropical jet and storm track. The associated acceleration of westerlies on the equatorward362

flank of the jet and deceleration on the poleward flank are consistent with the concentrated363

cooling over the North Pacific according to the thermal wind relationship. The impacts of the364

heating anomalies over the tropical Indian Ocean and West Pacific and over the extratropi-365

cal North Pacific and North Atlantic are secondary. This is consistent with the observation366

that the tropical Pacific warming and the mid-latitude circulation changes are both El Niño-367

like in the simulations. The overall pattern of decreased precipitation north of the equator368

and increased precipitation south is robust across models (Williams et al. 2001; Rotstayn369

and Lohmann 2002; Feichter et al. 2004; Krisjánsson et al. 2005; Ming and Ramaswamy370

2009). However, the regional response over a specific ocean may be less so. This shows371

the importance of understanding the detailed spatial pattern of the aerosol-induced tropical372

circulation change, which plays a critical role in determining the extratropical response by373

altering stationary Rossby waves.374

One can understand the change in atmospheric energy transport by recognizing a few375

key attributes. A net energy influx into the NH low and mid-latitudes acts to alleviate local376

aerosol cooling. The zonal-mean meridional latent heat transport is firmly controlled by377

the thermodynamic scaling in the NH extratropics, even in the presence of large circulation378
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changes caused by aerosols. This implies that one can predict reliably the changes in zonal-379

mean precipitation from the global-mean temperature change driven by aerosols and gases380

without a detailed knowledge of the concurrent circulation changes. On the other hand,381

the aerosol-induced zonally asymmetrical circulation changes are key to understanding the382

regional variations in precipitation.383

We conclude by emphasizing the fact that the results presented in this paper are based384

on the simulations performed with a single climate model. It remains to be seen whether385

the detailed circulation changes discussed here are robust across different models.386
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APPENDIX390

391

Description of Idealized Model Experiments392

The atmospheric model is a standard hydrostatic spectral dynamical core forced with the393

boreal winter diabatic heating derived from the full GCM simulations (namely CONT and394

BOTH). The vertical differencing follows Simmons and Burridge (1981). Time-stepping is395

realized with a semi-implicit leapfrog scheme with a Robert-Asselin time filter. The model is396

run with a horizontal resolution of T42 and 20 evenly spaced σ-layers. The three-dimensional397

diabatic heating is computed from the GCM simulations described in the main text. The398

zonal-mean winds and temperature are nudged toward the GCM-simulated boreal winter399

ones with a timescale of 3 and 15 days, respectively, following the approaches described in400

(Held and Suarez 1994). For each experiment, the model is integrated for 2000 days, and401

the last 1000 days are analyzed.402

This idealized model differs from the nonlinear stationary wave model used in Held et al.403

(2002) in a few key aspects. It does not explicitly consider topography, which, though404

known to be a source of stationary Rossby waves, is not the focus of the current study. As405

the damping of transients is much weaker than in Held et al. (2002), baroclinic eddies are of406

comparable strength to those in the full GCM simulations, and act to affect the stationary407

wave pattern (e.g., Hoerling and Ting 1994). The presence of transient eddies also makes it408

necessary to average over a longer time period. The zonally asymmetrical diabatic heating409
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controls regional baroclinicity and thus the locations of storm tracks (e.g., Hoskins and410

Valdes 1990).411
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Table 1. Mean differences in uz and θz between 10 - 35◦N.
δuz (m s−1) δθz(K) δuz/uz (%) δθz/θz(%) δC/C (%)

AERO 1.2 -0.63 8.3 -2.7 11.0
GAS -0.27 2.08 -1.9 7.8 -9.7
BOTH 1.5 1.1 10.6 4.5 6.1
AERO+GAS 0.92 1.4 3.2 2.8 0.4
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Fig. 1. Radiative flux perturbation of anthropogenic aerosols (W m−2) (colored shading
with statistical significance at the 95% confidence level).
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Fig. 2. Differences in zonal-mean θ (K) (the perturbation cases minus CONT; colored
shading). The contour lines denote the climatological mean in CONT (between 273 and
323The y-axis is pressure (hPa).The y-axis is pressure (hPa). K). The y-axis is pressure
(hPa).
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Fig. 3. Differences in zonal-mean u (m s−1) (the perturbation cases minus CONT; colored
shading; westerlies as positive) at different pressure levels (hPa). The contour lines denote
the climatological mean in CONT (between -20 and 30 m s−1). The y-axis is pressure (hPa).
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Fig. 4. Differences in tropopause height (hPa). Negative values indicate higher tropopause,
and vice versa.
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Fig. 5. Differences in Ts (K) (BOTH minus CONT; colored shading with statistical sig-
nificance at the 95% confidence level). The contour lines denote the climatological mean in
CONT (between 250 and 300 K).
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Fig. 6. Differences in 300-hPa u (m s−1) (the perturbation cases minus CONT; colored
shading with statistical significance at the 95% confidence level; westerlies as positive). The
contour lines denote the climatological mean in CONT (between 0 and 40 m s−1).
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Fig. 7. Differences in SLP (hPa) (BOTH minus CONT; colored shading with statistical
significance at the 95% confidence level). The contour lines denote the climatological mean
in CONT (between 1000 and 1024 hPa).
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Fig. 8. Differences in 500-hPa Z (10 m) (the perturbation cases minus CONT; colored
shading with statistical significance at the 95% confidence level). The contour lines denote
the climatological mean in CONT (10 m) (between 4000 and 4400 m).

40



Fig. 9. Differences in 300-hPa stationary eddy stream function (106 m2 s−1) (the perturba-
tion cases minus CONT; colored shading; clockwise circulations as positive). The contour
lines denote the climatological mean in CONT (106 m2 s−1) (between -1.5×107 and 1.5×107

m2 s−1).
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Fig. 10. Differences in P (mm day−1) (the perturbation cases minus CONT; colored shading
with statistical significance at the 95% confidence level). The contour lines denote the
climatological mean in CONT (between 0 and 22 mm day−1).
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Fig. 11. Differences in 300-hPa stationary eddy stream function (106 m2 s−1) (colored
shading; clockwise circulations as positive) simulated with the idealized model in response
to the differences in diabatic heating between CONT and BOTH (a) over the entire globe,
(b) over the tropical Indian Ocean and West Pacific (30◦S - 30◦N and 0◦ - 150◦E), (c) over the
tropical East Pacific and Atlantic (30◦S - 30◦N and 150◦E - 0◦), and (d) over the extratropical
North Pacific and North Atlantic (north of 30◦N). (e) is the linear sum of (b), (c) and (d).
The contour lines denote the climatological mean in the control case (106 m2 s−1) (between
-1.5×107 and 1.5×107 m2 s−1). The grey arrows sketch the directions in which the stationary
Rossby waves propagate.
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Fig. 12. Differences in 300-hPa transient eddy kinetic energy (10 m2 s−2) (the perturbation
cases minus CONT; colored shading with statistical significance at the 95% confidence level).
The contour lines denote the climatological mean in CONT (10 m2 s−2) (between 20 and
400 m2 s−2).
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Fig. 13. Differences in 500-hPa maximum Eady growth rate (10−1 day−1) (the perturbation
cases minus CONT; colored shading with statistical significance at the 95% confidence level).
The contour lines denote the climatological mean in CONT (10−1 day−1) (between 0.2 and
1.2 day−1).
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Fig. 14. Differences in zonal-mean northward atmospheric energy transport (PW) (a: the
perturbation cases minus CONT; b: AERO minus CONT; c: GAS minus CONT).
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Fig. 15. Differences in zonal-mean northward atmospheric heat transport (PW) (northward
as positive).
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Fig. 16. Differences in zonal-mean surface temperature (K).
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Fig. 17. Differences in zonal-mean 300-hPa u (m s−1) (westerlies as positive).
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